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Process Groups
l Ordered group 

of processes
l Scope 

communication 
for collective 
and point to 
point operations

l Defined 
dynamically (at 
runtime)

https://www.msi.umn.edu/content/mpi-group-
management-communicator

https://www.msi.umn.edu/content/mpi-group-management-communicator
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Collective Operations 
l Collective = uses all processes to accomplish the task

– i.e. the whole communicator
l Collective allows the runtime to optimize the 

communication pattern

l Operations:
MPI_Broadcast ( sendbuf, recvbuf, 

count, datatype, op, root, comm )

MPI_Gather(sendbuf,sendcount,
sendtype, recvbuf, recvcount,
recvtype, root, comm)

http://mpitutorial.com/tutorials/mpi-broadcast-and-collective-communication/
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Collective Operations II
l Operations

– All-to-all communication
l Provide unified global view

– Scatter
l Disseminate from a single process

http://mpitutorial.com/tutorials/mpi-scatter-gather-and-allgather/
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MPI Reductions
MPI_Reduce ( sendbuf, recvbuf, 

count, datatype, op, root, comm )

l Using the specified operation
– Aggregates: mean, sum
– Extrema: min, max 

– User defined functions via MPI_OP_CREATE
l Required property of function: Associativity
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Reduce Functions
l All operations are “algebraic” in that they can be 

applied in any order.
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Reduce Example
l Using MPI_Reduce


